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commercial speech technology to assist in the transcribing of recorded interview 
material. This report describes the method used and the results obtained from that 
study. The report also compares traditional manual transcription approaches with 
newer approaches that make use of speech recognition technology. The qualitative and 
quantitative results obtained from this study will help to benchmark the utQity of 
current commercial speech technology used for transcription. 
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Using Speech Technology to Improve Transcriptions: 
An Exploratory Study 

Executive Summary 

Modem speech technology is finding many new application areas within Defence and 
transcription is one area where speech recognition technology is starting to replace 
manual methods. This adoption of speech technology is motivated by its potential to 
save transcribers significant amoimts of time and physical effort. For the purposes of 
this report, transcription is tiie process of converting speech, usually captured using an 
audio tape recorder, into text. 

As part of their evaluation of mihtary organisatioris, operational analysts from the 
Theatre Operational Analysis (TOA) Group within the Command and Control Division 
transcribe recorded information that has been captm-ed during interviews with 
Defence personnel. To help improve the efficiency of their transcription processes an 
explorative study was conducted within TOA Group to look at ways of using 
commercial speech technology to assist in the transcribing of recorded interview 
material. This report describes the method used and the indicative results obtained 
from the study. 

Before looking at ways of using speech technology to improve existing transcription 
processes, it was necessary to measure and benchmark the quaUty of the existing 
manual method of transcription being used by TOA Group. Two quality measures 
were used: speed and acciuacy. Speed was determined by measuring the time taken to 
transcribe a given amount of speech, and the accuracy was determined by coimting the 
number of words correctly transcribed. Manual checking and automatic measiu'ement 
tools were used to assess ihe faranscribed text for errors, which were of three basic 
types: substitutions, deletions, and insertions. To assist the comparison of manual and 
automatic methods that make use of speech technology, a reference audio signal and a 
matching reference text was produced. 

Once a benchmark had been established for the manual transcription method, 
transcription with the assistance of a state of the art commercial speech recogniser 
(Dragon NatiiraUySpeaking (DNS)) was investigated. For this part of the stiidy the 
input devices, keyboard and mouse, were replaced with a microphone. The results 
were generally comparable with the manual approach, but were largely dependent on 
the typing abilities of the operators. However, the DNS speech recogniser system did 
sigiuficantly reduce the amotint of typing that was required. 

To achieve better results it was necessary to train DNS to recognise the xmique voice 
characteristics of each operator. Training took about 12 minutes and consisted of the 
operator speaking into a microphone the words written in a prepared script. The 
ti-aining helps the speech recogniser adapt to the particular voice nuances of the 
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speaker. Errors in matching tiie voice witti the text can be corrected immediately they 
are flagged. Ihis training is usually a straightforward process when an operator is 
used, but it poses some difficulties for recorded material, as there is no opportunity to 
correct errors. 

There are many factors that can influence flie number of words recognised by speech 
recognfeers. In the study, only a few of fliese were examined in some detail: 

• length of the pause between phrases and sentences; 
• rate of speaking; 
• signal to noise ratio (SNR); 
• impact of training; 
• computer speed; 
• computer memory size; and 
• dictionary type. 

The study examined the intrinsic (witiiout training) ability of DNS to correctly 
recognise words and investigated the influence that the different factors (above) have 
on the performance of DNS. Training tKing recorded material was conducted and 
some of the factore were combined so as to increase tiie number of words correctly 
recognised. Combining the factors produced a significant improvement in the speech 
recognition results (just over 92% of Ihe words were correctiy recognised) when testing 
using ttie material on which DNS had been trained. However, for testing using new 
(unseen) material there was no improvement in the number of words recognised over 
Ihe intrir^ic results (which were around 60%). 

A high SNR for the recorded material was also seen as important in increasing flie 
nundjer of correct recognitions. A high SNR enables DNS to keep internal search times 
to a minimum, which allows it to find words quickly and to keep up with the incoming 
audio. 

By intent, this study was exploratory in nature and lacked the rigour of a formal 
scientific experiment. The sample sizes were too small to give concliKive results, 
however, they were sufficient to give indicative results. Future studies, that aim to 
establish the effectiveness of speech technology in assisting transcriptioi«, would 
benefit firom repeating some of the investigations carried out in this study, but iKing 
larger sample sizes. Larger sample sizes would help to vaUdate the resulte. 

This study was designed to indicate the extent to which speech recognition technology 
can assist TOA Group in the transcription of data collected during the evaluatior^ of 
military organfeations. Altiiough tiie rraults are only indicative, they show that with 
well-trained operators there may be some advantage to be gained by adopting speech 
technology. However, flie technology is not yet mature enough to support the fully 
automatic transcriptiom of recorded material without significant human intervention. 
It is likely fliat fiiture vemions of commercial speech technology products will 
overcome some of the diortcomings of the current products. 
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1. Introduction 

This section introduces the context for the report. It provides backgrotind motivation 
for the work and identifies its intended purpose and scope. An outline of the contents 
of each of the sections of the report is also provided. 

1.1 Context 

Theatre Operational Analysis (TOA) Group is concerned with improving the 
effectiveness and efficiency of the processes it uses to evaluate military command and 
control (C2) orgaiusations. The research efforts within TOA Group are focused on 
making better use of automatic tools to reduce the amount of effort expended in all the 
phases of the evaluation process. Of particular value to the analysts who work within 
TOA Group are those tools that can help to collect, transform, visualise, and make 
sense of the data obtained during interviews with personnel who work at the 
operational level within the various nulitary headquarters. These include tools that can 
assist analysts in processing and making sense of the spoken word. 

This report describes the method and results associated with a pilot study carried out 
within TOA Group that investigated the extent to which ctirrent speech technology 
could assist operational analysts in thek evaluations of military organisations. From 
the oiiset, the study was explorative in nature and lacked the rigotir of a formal 
scientific experiment. Also, because of the small sample sizes used for the study the 
results are not conclusive, only indicative. 

The intended readers of this report are the operational and organisational analysts 
within the Command and Control Division. In particular, analysts witWn: 

• Theatre Operational Analysis (TOA) Group; 
• C2 Australian Theatre (C2AST) Group; 
• Hiunan Systems Integration (HSI) Group; and 
• Speech researchers within Command Control Information Systems (CCIS) 

Branch. 

The report may also find readership in other operational analysis areas witihin the 
Defence Science and Technology Orgarusation (DSTO). 

1.2 Background 

TOA Group, which is a part of the Command and Control Division (C2D), provides 
advice to the ADF on ways of improving the effectiveness of military headquarters' 
organisations. To provide this advice TOA conducts a range of evaluations tiiat 
examine military organisational structures, business processes, and associated military 
information   systems.   These   evaluations   examine   the   ability   of  organisational 
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architectures to effectively support operational level inilitary commanders, and they 
focus on the people, the tasks, the resources, and ttie relationships that make up 
military organisations. An important aspect of these evaluations includes assessing the 
impact of the introduction of newer information technologies on operational 
performance. 

1.3 Evaluation process 

Typical organisation evaluations involve five phases: planning, data collection, data 
reduction, analysis, and reporting. 

1.3.1 Planning 

During the planning phase the scope of the evaluation is determined. The problem to 
be investigated, the purpose of the evaluation, and the terms of reference are agreed 
with the client and a detailed work program is prepared. It is during the planning that 
tiie practical fesues regarding the type and quantity of the organisational data that are 
to be coDected are determined. 

1.3.2 Data collection 

Data are collected using variotB methods including observation, questionnaires, and 
interviews. This report focuses on aspecte of the post-processing of speech data 
collected during interviews. Typical interviews take about 60 minutes and during the 
interviews, the salient parte of what is said is usually noted by the interviewer using a 
pen and paper, while the full conversation, if security restrictions allow, is captured 
using a tape recorder. 

1.3.3 Data reduction 

During data reduction, the interview data is converted into a form that is suitable for 
further analysfe. If audio recordings are made, it is usually necessary to transcribe the 
recorded speech into text in order for it to be suitable for fiither analysfe. A 
particularly onerous task is ttiat of trarKcribing recorded interview material into text. 
Speech tools that can speed-up this transcriptian process have the potential to shorten 
the total time required to carry out the data reduction. 

1.3.4 Analysis 

The analysis phase aims to identify the important properties and relatiorahips that 
exist within ttie organisation being evaluated. During this phase the information 
collected during the client interviews is filtered and sorted into categories. Modelling 
tools are employed to help manipulate and visualise the information and extract 
important issues. The results from the analysis are used to make recommendations. 
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1.3.5 Reporting 

During the course of an evaluation, presentations and reports that describe the work 
progress, results, issues, and recommendations, are given to the clients. 

1.4 Purpose of this report 

The purpose of this report is to indicate, in a practical way, to what extent speech 
technology can be used to improve the efficiency of the transcription process used 
dxiring iiie evaluations of miUtary organisations. This report describes a pilot study 
that was conducted by TOA Group that compares manual transcription processes with 
automatic trai\scription processes. The study identified some of the salient factors that 
can be adjusted in order to improve recognition performance using speech technology, 
and the report makes recommendation regarding the direction of future studies. 

1.5 Scope 

The report identifies and discusses some important issues associated with the use of 
speech technology and how it can be used to improve the evaluations of miHtary 
organisations. However, the study is exploratory in nature, and its findings, although 
of inunediate use to TOA Group, are really intended to scope future studies. The 
experimental rigour has been relaxed to allow a wider exploration of some of the issues 
involved. Future studies are needed to validate the restdts obtained from the 
approaches used in this study. The recommendations in section 14 give some guidance 
regarding the future directions of such studies. 

1.6 Overview 

Section 1 outlines the context, backgroimd, purpose, and scope of this report. 

Section 2 discusses in general terms current speech recognition technology. 

Section 3 gives an outline that includes the aim and method used to conduct the study. 

Section 4 describes how a basic reference text was selected and prepared, and how the 
audio recording and the matching reference text were derived from that basic reference 
text. 

Section 5 describes how speed and accuracy mebics are used to determine speech 
recognition quality. The different scoring methods used during the study are also 
briefly described. 

Section 6 examines traditional manual methods that are used for transcription. The 
results from this part of the study are used as a basis for comparison with the 
automatic methods used later in the study. 
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Section 7 describes and gives the results of using a computer software assisted 
semi-automatic transcription process to transcribe recorded speech, 

Action 8 describes the process used to transcribe recorded speech using speech 
recognition software. A range of factors that influence the number of words correctly 
recognised are identified and discussed. 

Section 9 loote at ways of improving the recogitition of recorded speech and 
systematically describes modifications to the study conditions. 

Section 10 describes and gives the results of combining the improvements identified in 
the previous section. 

Section 11 examines some other ways in which the manual transcription of recorded 
speech can be aided by automatic transcription processes. 

Section 12 examines how extending the length of the reference text impacts on speech 
recognition performance. 

Section 13 concludes the report by summarising the salient points to come out of the 
study. 

Section 14 makes recommendations on how to use speech recognition technology and 
identifies some future areas for experimentation. 

2. Speech Recognition Technology 

Thfe section gives a brief overview of speech recognition technology. It describes the 
basic principle of operation of the speech recogniser tKed in thta study and it identifies 
some of the salient factors that are known to influence speech recogniser performance. 

2.1 Principle of operation 

Computer based systems are now available that will allow computers to effectively 
recognise and respond to human speech. These s^tems are able to convert tiie 
continuous audio signals derived firom speech into representations of basic speech 
patterns (phonemes and words). The process model (TaUntyie 1996) for the speech 
recognition system used in thte study fe represented in Figure 2-1. 
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Speech Recognition Components 

training 

models for words 
or phonemes 

speecli 

front 
end 

frames 

pattern 
matching 

ILy C3 CZ5 CZ>CZ> 
word or phoneme sequence 

Figure 2-1 Common components of a speech recognition system 

Incoming speech is sampled at regular intervals by the front-end processor and 
converted into frames, which represent speech in a compact and consistent way. The 
frames are used to build phoneme sequences (words), which are then pattern-matched 
against models of stored phoneme sequences. If an input pattern is recognised as being 
the same as a stored phoneme sequence, it generates an appropriate output from the 
speech recogrution system in tiie form of a word. If the input pattern is not recognised, 
a search is made for the closest phoneme sequence match, which then becomes the 
output word. The output of this type of system is usually represented on the computer 
screen as text. 

The models for the phonemes, which are often referred to as reference patterns, are 
produced during training. The training can be used to introduce new reference 
patterns, or to help the speech recognition system to adjust to the voice characteristics 
(eg accent) of a particvilar speaker. Many speech recognition systems come with a 
library of pre-programmed reference patterns (representing word sounds). To 
introduce new words it usually necessary to enter them via a keyboard. The new 
words tiien become part of the library. To adjust to the voice characteristics of a 
speaker, it is usually necessary for the tiser to spend a few minutes reading aloud a 
pre-programmed training script. 

Traditionally, each reference pattern is trained on many examples of a particular word, 
which is transformed into a distillation of the many ways that particvilar word can 
sound.  This type of training can be slow. A faster and less experisive alternative for 
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building reference patterns is to string phonemes together. As there are only about 50 
phonemes for the English language any new reference pattern can be rapidly 
constructed. 

2.2  Factors influencing the performance of speech recognisers 

Over 80 factors have been identified as affecting the performance of speech recognfeers 
(Lea 1982; Lea 1983; Pallett 1985). Some of the more important factors are grouped 
below: 

2.2.1 Task related factors 

Speech recognition can depend on task related factors such as: 

• type of device and the interface to the rest of the system; 
• imposition of syntactical constraints; and 
• removal of a rejection threshold, which enforces word selection. 

2.2.2 Human factors 

There are many human factors fesues that can influence speech recognition. These 
include characteristics of ttie speaker such as: 

• gender; 
• age; 
• speaking rate; 
• speedi level; 
• education and training; 
• dialect htetory and pronunciation habits; 
• particular speech idiosyncrasies; 
• variability of word articulation introduced by the speaker; 
• speaker generated noises such as coughs and tongue clicte; 
• motivation; 
• fatigue; and 
• form of the speech (eg isolated, conna:ted, or continuous). 

2.2.3 Language factors 

Language factors that can influence speech recognition include: 
• active sub-vocabulary of the allowable next words; 
• length of words in milliseconds, and the number of syllables; 
• language spoken; and 
• consonants and vowel patterns in speech. 
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2.2.4 Ambient or environmental factors 

Ambient or environmental factors include: 
speech SNR; 
spectral content of the noise; 
nature of the noise; 
transmission SNR; 
transmission channel bandwidth and phase distortion; 
recording distortion; and 
t)^e of microphone used. 

2.2.5 Algorithmic factors 

Algorithmic factors include: 
• alignment of discrete sampling with the waveform; 
• positioning of word boimdary locatioris; 
• time and amplitude normalisation procedures; 
• pattern matching control strategy; and 
• degree of focus on prosodic variables and speech distinguishing features. 

2.2.6 Performance and response factors 

Performance and response factors include: 
• types of error; 
• verification of a decision by auditory means or visual display; 
• feedback of intermediate restdts; and 
• procedvues for correcting errors. 

2.3 Dragon NaturallySpeaking (DNS) 

There are several commercial brands of speech recognition system available. The 
choice of Dragon Natiu-allySpeaking (DNS) for this study over the other brands was 
based on the extensive tise that was being made of DNS by other researchers within 
C2D, and the results of a survey (Vozzo 2001) of speech recognition products that was 
conducted as part of the Australian Defence Force Academy's Project Vocoder 
(Lapworth and Jager 2000). 

Janet Baker started 'Project Dragon' at the Carnegie Mellon University in 1974. This 
research project formed liie basis from which the company Dragon Systems was 
established in 1982. DNS is a software product that allows iisers to talk to their 
computer and have their words transcribed into documents. The study described in 
this report used Dragon NaturallySpeaking Professional version 4.0. However, during 
the time of preparing this report, versions 5.0 and 6.0 became available. 
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DNS is a commercial speaker-dependent large vocabulary continuous speech 
recogniser. Continuous speech recognisers can accept words spoken fluently, and as 
rapidly as in conversational speech. DNS provides dictation into any Windows 
application. It provides a backup dictionary containing speaker-independent spelling, 
along with acoustic and language information for a total vocabulary of over 270,000 
words and names. An effective active vocabulary of over 160,000 words exists out of 
the total vocabulary. The active vocabulary is a subset of the total vocabulary that may 
be active in computer memory at a given time due to an imposed task grammar or 
other syntactic constraint. The active vocabulary can be entirely customised in tiiat any 
or all of tiie words in its vocabulary can be replaced with other specific words. 

To add words, they need to be used and spelled once. DNS attempts to generate 
pronunciation for new words. If the word is in the backup dictionary, DNS will 
conduct a search and display it. DNS automatically puts any new word into the active 
vocabulary so that it can be immediately recognised the next time it is uttered. It 
remembers spelling, acoustic patterns, and language usage. 

DNS analyses incoming speech using both an acoustic model and a language model. 
The acoustic model is based on speedi samples collected from thousands of people. 
Mathematical algorithms are used to compare the incoming speech to an appropriate 
model. The result is the best acoustic match and a short list of alternatives. 

As well as British and North American vocabularies, DNS includes speech models and 
customised vocabularies for English speakere fi-om the Indian subcontinent. South East 
Asia, and AiKtralia. 

The language model is based on an analysis of how words are used in thousands of 
documente. The model predicte word usage to find a better match and is designed so 
that DNS can distinguish between words that sound alike, such as 'to', 'two', and 'too'. 
A statfetical process that modek the Hkelihood of a word following others, e.g. 'little 
red riding hood' being more likely than 'big blue riding hood' provides enhanced 
performance. DNS determines the most likely word based on probability and context. 

DNS adapte to each user's voice and vocabulary. A personal file is created for each 
user that contains words and acoustic models for both the active vocabulary and 
backup dictionary. As a user dictates and correcte recognition mfetakes, DNS 
personaltees the acot^tic models to match that speaker. The language model is 
continually modified to better reflect the semantic and syntactic usage of the speaker. 
For instance, words that are teed most frequently appear at the top of word choice 
Ifets, and newly added words replace those least frequently used. 
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3. Study Outline 

This section explains the aim of the pilot study and gives an overview of the process 
that was followed. A block diagram is used to illustrate the key steps in the process. 

3.1 Aim of the study 

The aim of this task was to assess the effectiveness of a typical state of the art speech 
recognition software tool in facilitating the process of transcribing audio tapes. The 
study undertook the following activities: 

• comparison of the speed and accuracy of manual versus computer assisted 
(using commercial speech recognition technology) transcription processes; 

• identification of issues that significantly influence the effectiveness of speech 
recognition technologies that are used in transcription applications; and 

• development of a report that makes recommendations regarding future studies. 

3.2 Study overview 

The process followed during the study is outlined in Figure 3-1. The first step in the 
process was to prepare a reference audio recording and associated reference text in 
which the words spoken in the reference audio accurately matched the words printed 
in the reference text. Three different methods of transcribing the reference audio were 
then investigated: manual transcription, DNS assisted transcription, and automatic 
transcription. At the completion of each transcription the transcribed material was 
compared to the reference text. 
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Study Process Overview 

Produce reference 
audio and 
reference text 

manual 
transcription 

assess 
results 

connpaiB 
results 

> DNS assisted 
transcription 

assess 
results 

automatic 
transcripHon 

assess 
results 

modify 
conditions 

Figure 3-1 Study process overview 

The first method investigated was the manual transcription method. The manual 
transcription mefliod is the method that has been traditionally vsed within TOA 
Group. Tim method relies on the vse of dictaphones and does not make use of any 
type of voice recognition software to assist the transcription process. The resulte 
obtained from vsing this method established a benchmark for comparing the 
effectiveness and efficiency of the other methods teed in the study. 

The second method investigated was the DNS assisted transcription method. The DNS 
assisted transcription mefliod aligns closely with the way ttiat flie DNS speech 
recognition software tool is designed to be used. However, the method still makes use 
of a dictaphone (or another equivalent device) to allow the user to start and stop the 
recording. Using this approach the user lista^ to the recorded reference audio and 
ttien orally repeate what is heard into a microphone connected to tiie speech processing 
system, which flien produces the franscribed text. 

The third method investigated in this study was a fully automatic process, in which the 
reference audio was fed directly into the speech recognition s^tem with a minimal 
amount of manual intervention. Much of this part of the study was concerned with 
identifying and assessing those factors that influence the number of words recognised 
by the speech recogniser. As there are many factoiB ttiat can influence speech 
recognition, only a few of tiie more readily acc^sible factors were inv^tigated, and it 
was nece^ary to modify the conditioi« and repeat ttie measurements for each factor. 

10 
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Factors investigated in this study included: 
• amoiint of training given to the speech recognition system; 
• speech rate; 
• SNR; 
• computer speed and memory capacity; and 
• type of vocabulary. 

Assessment of the results for each method coiisisted of timing the procedures and 
coimting the number of correct word recognitions. The transcribed text w^as also 
checked to see if the order of the words matched those in the reference text. For each 
method investigated the results were compared and the effects of the factors assessed. 

4. Reference Audio and Reference Text 

To help in the comparison of the different methods it was necessary to produce a 
reference audio signal and associated reference text. This section describes how the 
reference text and the reference audio used in this study were produced. 

4.1 Purpose of the reference audio and the reference text 

Three components related to the transcription process are referred to often in this 
report: the 'reference audio', the 'reference text', and the 'transcribed text'. The 
'reference audio' is the audio input signal that is fed into the transcription system. The 
'reference text' is a written text that precisely matches the reference audio. The 
'transcribed text' is a written text that is produced by the transcription system (manual 
or automatic). 

In order to assess the number of errors in a transcribed text, it is usually necessary to 
compare the transcribed text with corresponding reference text. 

Ehuing the study, different transcription methods were compared. For these 
comparisons, the same reference text was used. 

4.2 Producing the reference audio and the reference text 

For the first part of this study a reference audio with matching reference text was 
produced. The basic process describing the production of the reference audio and the 
reference text is shown in Figxire 4-1. An edited transcript of a conversation between 
an analyst and a military officer during a military exercise was selected as the basis for 
developing the reference audio. This transcript provided a representative sample of 
military topics, military terminology, and military acronyms. Sensitive topics and 
references were removed. This transcript was then modified so that it could be read as 

11 
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a narrative spoken by one individual. However, the question and answer format was 
preserved. The transcript consisted of 2500 words and it took 12 minutes and 30 
seconds to read. This corresponds to approximately 3.3 words per second, a speaking 
rate that is slightly higher than the average rate of 3 words per second, or 10 phonemes 
per second, as reported by Martin and Welch (Martin and Welch 1980), The audio 
recording of tius transcript became the 'reference audio'. The reference audio was then 
carefully transcribed to produce the 'reference text'. The reference text is reproduced at 
Appendix A. 

Producing Reference Audio and Text 

Transcript of 
original 

conversation Edit and 
de-classify 
transcript 

Edited 
transcript 

:> 
Record 
edited 
transcript 

Reference 
audio Transcribe 

reference 
audio 

Reference 
text 

^ 

Figure 4-1 Process for producing 'reference audio' and 'reference text' 

4.3 Issues in producing reference audio and reference text 

4.3.1 Digital audio wave file 

To provide greater flexibility in manipulating the reference audio signal, the analogue 
audio recorded on ttie tape recorder was also re-recorded as a digital audio ffle using 
Cool Edit Pro (CEP) software. CEP is a product of the Syntrillium Software 
Corporation. 

4.3.2 Speaker selection 

The speaker selected to produce the recording of the reference audio, was chosen for 
attributes such as, ability to read fluently, good diction, and a good understanding of 
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the subject matter. An Australian adult male was used to read the reference audio 
material. Although gender can influence speaker recognition rates, it was asstimed to 
be constant in this study. Future studies will need to take gender issues into accoimt. 
Before making the recording, no particular directions were given, except a request to 
read at a natural and comfortable pace as though speaking with someone. 

4.3.3 Background noise level 

The first recording of the reference audio took place in a conference room where the 
predominant backgroimd noise was that created by the air-conditioning. Four other 
people, who also had an interest in the study, were present during the recording, 
although they did not noticeably contribute to the noise level. Other noises included 
the intermittent sounds of doors closing, people walking along the corridors, and 
distant muffled speech. A backgrovind noise level of 41 dB was measured with a 
standard sotmd level meter using the 'A' weighted scale. This background noise level 
is typical of that for an office environment. 

4.3.4 Microphone 

The audio input to the recorder came from an Electret condenser omni-directional 
stereo microphone. The microphone, which is an accessory for the tape recorder and is 
typical of the type used during client interviews, was placed at a distance of 
approximately one metre from the speaker. The microphone placement was similar to 
that used during a typical client interview between two people, each seated opposite 
each other at a desk. 

4.3.5 Recorder 

The reference audio recording was produced using a 4-track, 2-channel stereo, Sony 
Walkman Professional tape recorder (WM-D3). The input level adjustment dial was set 
to the maximtim (+10) in order for the input level meter to register OVU (volume xmits) 
on audio peaks. 

5. Transcription Measurements 

This section describes tiie measures used dtiring the study to assess the quaHty of 
transcription processes. Two types of transcription quality measures are described: 
speed and accuracy. The tools used to score the accuracy of the transcription are also 
discussed. 

13 
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5.1 Transcription quality 

The quality of a transcription is usually determined by measuring how long it takes a 
person, or machine, to produce the transcribed text from the reference audio, and by 
comparing how accurately the transcribed text matches the reference text. These two 
quahty measures are usually referred to as speed and accuracy. 

5.2 Speed 

The speed of the transcription process is the time required to convert the reference 
audio into the transcribed text. 

For ttie manual transcriptions (see section 6) the time included tiie time required by the 
participants to listen to and type the pre-recorded reference audio. As the speech rate 
was approximately 200 words per minute, much faster than a normal typist can type, it 
was necessary to stop, and in some cases repeat, the recorded material to allow each 
participant time to catch up. A foot operated dictaphone was used to start, stop, and 
rewind the tape. During the experiment, a stopwatch was used to measure the total 
time required to produce the transcribed text from the reference audio. Set-up times 
were not included. 

For the automatic transcriptions the reference audio was fed directly into the speech 
recognition system. There was no manual intervention. The time taken for 
transcription did not include any set-up time. In some cases the speech recognition 
system was trained. However, the times measured did not include any time required 
for training. Various modes of automatic transcription were tried and these are 
described in later sections of thfe report. 

5.3 Accuracy 

The accuracy of a transcription is determined by directly comparing the reference text 
with ttie transcribed text. For comparison purposes, the differences (errors) are usually 
categorised and counted. Differences can be recognised between words, sentences, and 
paragraphs in the two texts being compared. However, most of ttie errore in the 
differait texts are usually found by comparing words. The types of errors fall into <me, 
or combinatioiK, of tiie following categories: 

• substitutions, where words are replaced with different words; 
• deletioiw, where words are removed from the text; and 
• iraertions, where words are added to the text. 

Hie inspection of these three categories can be used to identify errors that are caused 
by: 

• incorrect spelling; 
• incorrect punctuation; 
• word insertion; 
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• word replacement; 
• word deletion; 
• word transposition; 
• typographical errors; 
• abbreviation errors; and 
• exparision errors. 

5.4 Scoring method used during the study 

During the study three different methods of comparing the transcribed text with the 
reference text were investigated: the first made use of the MS Word 2000 text 
comparison featme, the second used manual scoring, and the third incorporated a 
software scoring program. 

5.4.1 MS Word 

The MS Word 2000 word processor has a text comparison feature that allows for the 
direct comparison of text documents. The reference text and the transcribed text can be 
directly compared using this feature. Limitatior^s of this approach are discussed in the 
next section. 

5.4.2 Mariual scoring 

This method involves manually comparing the reference text with the transcribed text 
and counting the number of errors. This is essentially a proof reading task, which can 
be time intensive and prone to htmian mistakes. 

5.4.3 Scoririg program 

A specifically designed scoring program, Sclite, which is part of the Speech 
Recognition Scoring Toolkit (SCTK) version 1.2 from the US National Instihite of 
Standards and Technology (MIST) was also used to compare ihe reference text and tiie 
transcribed text. The Sclite program is specifically designed for use with speech 
recogiution systems. It compares the reference text to the transcribed text in an 
aligmnent process and is able to generate a report summarising the transcription 
performance. Sclite does not contain a language model for extracting meaning from the 
sentences. It works purely at the mechanical level of straight text comparison. 

The Sclite performance report details word and sentence errors and categorises error 
types as substitutions, deletions, and insertions. The reporting of those errors, which 
enumerate the word recognition performance in terms of substitutions, deletioiis, 
insertions, and word accuracy, is generally given as a percentage of tiie total number of 
words in the reference text (Fiscus 1998). A disadvantage of this system is the need to 
manually insert record markers to help to group and hence synchronise tiie text fQes 
that are being compared. As inserting markers takes time, especially with large 
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documents, there K usually a trade-off between the number of markers inserted and 
the time taken to insert those markers. However, the smaller the word sequences 
between the markers, the more accurate the scoring (Kempt, Schmidt et al. 1999). 

5.4.4 Transferring the NIST software from UNIX to PC 

The NIST scoring software is freely available from the NBT web site on tiie Intemet. 
However, as supplied it is only available for use on UNIX platforms. A public domain 
'C compiler, called DJGPP, was t^ed by DSTO persormel (see acknowledgements) to 
implement changes to the UNIX based scoring software to enable it to run in a DCB 
environment. The validation of the NIST scoring software running in the DOS 
environment was sufficient for the ptirposes of thfe study, but it was not exhaustive. 

6. Manual Transcription 

This section examines the manual transcription method that has traditionally been 
used by TOA Group. The results from thfe part of the study form the basis for a 
comparfeon with the results obtained from the automatic transcriptioiK that are 
described later. 

6.1 Manual transcription process 

A block diagram of the manual transcription process is shown in Figure 6-1. 

Manual Transcription Process 

twists 
listen to 
reference 
audio 

c=> 
reference 
text from 
reference 
audio 

c=^ 

compare 
reference 
text witli 
transcribed 
text 

Figure 6-1 Manual transcription process 
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During this part of the study four participants each took turns to hsten to the reference 
audio and, with the aid of a dictaphone, typed out the corresponding traiiscription text. 
The participants used for the study were representative of those that are actually used 
by TOA Group to transcribe recorded client interviews; mainly administrative support 
staff that work within C2D. Each of the four participants acted as an independent 
subject during this part of the study. They each have different amoxmts of expertise in 
keyboard skills, transcription experience, and familiarity with military terminology 
and acronyms. At the completion of each manual transcription, the time taken to 
complete the transcription was noted and the transcription text was then compared 
with the reference text to determine the number of words correctly recognised. 

6.2 Manual transcription equipment 

All of the transcripts were produced using the same computer and replay equipment. 
The techrucal details for the equipment are as follows: 

• dictaphone Sony Transcriber BM-77 (with foot control) 
• headset Yamaha Orthodynamic headphones HP-2 
• computer TPG Pentium 
• software Windows 95 version 4 and Microsoft Word 95 

6.3 Manual transcription speed 

Table 6-1 shows the time taken for each of the participants to transcribe the reference 
audio. The table also provides an indication of the keyboard skill levels, and the 
military terminology awareness for each of the participants. A typing skill test was not 
carried out, but generally, the keyboard skills of the participants were considered to be 
typical of that found in a modem office envirorunent. Typing speeds were around 
40-80 words per minute. Also, each participant had more than five years experience 
working in a military/DSTO envirorunent, and each had a basic knowledge of military 
terms and acronjnns. 

Table 6-1 Participant speed during manual transcription 

Participant Time taken (mins) Keyboard skills Terminology 
awareness 

1 70 Good Complete 
2 83 Extensive Minimal 
3 74 Good Moderate 
4 80 Good Good 
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The times recorded did not include set-up times or any breaks required during the 
transcription process. It can be seen from table 6-1 that the time taken to produce the 
transcribed text ranged from approximately six to seven times the duration of the 
reference audio (12 minutes and 30 seconds). The time taken by the participants to 
complete the transcriptions may fall short of industry best practice. However, this is to 
be expected because the participants used in this study iKually spend only a small part 
of their normal work time with franscribing activities, 

6.4 Manual transcription accuracy 

The comparison feature of MS Word was used to identify the differences between the 
reference text and the fraiwcribed text. MS Word automatically underlines differences. 
Once MS Word had identified those differences, manual scoring was used to categorise 
and count the errors. Table 6-2 shows some examples of the types of errors that were 
made dtiring the manual franscription process. 

Table 6-2 Examples of the types cf errors made during manual transcription 

CATEGORY REFERENCE TEXT TRANSCRIBED TEXT 
Abbreviation 'I have' 'I've' 
Exparwion 'we'll' 'we will' 
Punctuation (difference) 'hour, buf 'hour. But' 
Spelling 'effect mobility' 'affect mobility' 
Word omission 'get all your locstats' 'get your locstats' 
Character omission 'activity' 'ativity' 
Insertion 'sorted out, probably adds' 'sorted out and probably adds' 
Replacement 'in which' 'where' 
Transposition 'throw a map out and go' 'throw out a map and go' 
Typographical 'before' 'beforee' 

Table 6-3 lists the mmiber and categories of errore made dtmng the manual 
transcription process. Manual scoring was used to coimt and categorise the errors. The 
total number of errors as a percentage of ttie total number of words in titie reference 
text is also given. From flie resulte it can be seen that for all of the participants vsed in 
tiie study the accuracy (number of correct words) is quite high (greater than 96%). As 
tiie reference audio was only 12 minutes and 30 seconds in duration, the effects of 
fatigue are likely to be minimal. For longer duration franscription tasks, factors such as 
fatigue are likely to negatively influence the nimiber of correct recognitions. 
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Table 6-3 Errors for manual transcription 

CATEGORY 
COUNT 
Participant 
1 

Participant 
2 

Participant 
3 

Participant 
4 

Spelling 8 0 8 3 
Word omission 47 41 17 17 
Character omission 8 0 4 2 
Insertion 7 7 8 6 
Replacement 20 9 10 5 
Transposition 2 0 1 0 
Typographical 18 17 10 7 
Abbreviation 9 4 3 4 
Expansion 2 2 3 2 
Pimctuation 111 115 168 89 
Correct words 2399/2500 2433/2500 2451/2500 2466/2500 
Correct words (%) 96% 97% 98% 98% 

6.5 Comparison features of MS Word 

Diiring the manual transcription process, the participants who listened to the reference 
audio were unaware of the format of ttie reference text. This initially resulted in a very 
large nimiber of differences between the reference text and the transcribed text. The 
differences were due to the nature of the comparison feature in MS Word, which is 
specifically designed to help users to compare versions of the same doctiment and to 
track changes. As a restilt, even the smallest formatting differences between two 
seemingly similar documents are imderlined and such things as font size, style, and 
pimctuation differences can produce errors. To reduce these errors the reference text 
and the transcribed text were each saved as a text file, which removes the formatting 
and makes text comparison easier. 
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7. Transcription Using DNS 

This section describes how manual transcription can be assisted through the use of 
DNS. This approach aligi^ dosely with the way that the manufacturer (Dragon 
Systems) intended DNS to be used. 

7.1 Transcription approach used with DNS 

A block diagram illustrating the approach used is shown in Figure 7-1. 

DNS Transcription Model 

reference 
audio 

replay unit headphones 

human 
operator 

microphone 

DNS 
computer 

Figure 7-1 DNS transcription model 

7.2 DNS training 

DNS is a speech recognition software tool that fe able to take voice inputs from a 
microphone and convert fhem into text, and as suppUed DNS has the ability to 
recognise a large number of words. However, the number of words that DNS correctly 
recognises can be significantly increased if the user gives DNS a short period of 
training. This training generates speech phoneme models and adapts the language 
model to suit particular speakers. Anotiier feature of DNS is that it is able to self-train 
while being iKed, which helps the recognition capability to improve with use. 
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Two people participated as subjects in this part of the shidy. For each participant, the 
system was trained using the 'Alice's Advenhires in Wonderland' standard training 
script, which is supplied with DNS. During traiimg, the text for the training script was 
displayed on the computer screen and read aloud by each participant iato the 
microphone. In each case the training took approximately 12 minutes. 

7.3 Transcription 

During transcription, the recorded reference audio (see Appendbc A) was fed into the 
headphones and the participants repeated what they heard into the microphone. Their 
speech was processed by DNS and displayed on the computer screen. The word 
differences between what was said and what was displayed were corrected dtiring the 
transcription process. As the reference audio was recorded on tape, facilities were 
needed to start, stop, and rewind the tape. In this case a Sony Transcriber (Type BM-77) 
was used. 

7.4 Results using DNS 

Speed and accuracy measures, similar to those used for the manual transcription 
process described in the previous section, were used to assess the transcriptions carried 
out xising DNS. Table 7-1 shows the transcription results for the two participants. 
Although there was a variation in the time taken to produce each trariscription, the 
transcription accuracy remained consistently high (greater than or equal to 96%). It 
shotdd be noted that during the transcription the participants were respOT\sible for 
correcting any errors they observed. Again, as was done in the manual transcription 
case, the final accuracy checking (scoring) of the munber of words correctly transcribed 
was independently determined by manually comparing the reference text witih the 
transcribed text. 

Table 7-1 Transcription by dictation using speech recogniser. 

Participant Time taken Correct recognitions 
No.l 110 minutes 98% 
No. 2 74 minutes 96% 

Both the typing and dictation experience of the participants, and the amoimt of 
training given to the speech recogniser, are important factors to consider when 
conducting transcriptioris in this manner. Both participants were able to type and use a 
word processor, but with different abilities. Neither of the participants had any 
previous experience with the use of DNS. 

The time taken to produce the transcriptions did not include the initial 12 minutes 
training time, but did include the time required for the participants to correct most of 
the recognition mistakes made by DNS and to add new words to the vocabulary. 
Although not investigated, it is expected that because DNS has a self-tirain feature its 
performance (mmiber of words correctiy recogiused) would improve with use. To 

21 



DSTO-GD-0399 

defeat tiie self-train feature at the start of each transcription session the DNS system 
was reset by, initializing the DNS memory and, selecting a new user profile before each 
participant trained DNS. It should be noted that the times taken and the niunber of 
correct recognitions for flie participants are only roughly of the same order to those 
obtained during the manual transcriptions described in Section 6. Furflier studies using 
larger sample sizes are needed to establish the validity of these residts. It was also 
noted that when using DNS tiie amoimt of actual typing required was significantly 
reduced as most of the input was by voice, with the keyboard only being iwed to make 
some of the more difficult corrections or to input new words into tiie vocabulary. 

7.5 Using DNS to transcribe interviews 

As mentioned above, interviews between TOA Group analysts and ADF cliente are 
often recorded, and the usual way of iKing DNS when making transcription is to 
listen to the recorded speech and to ttien repeat what is heard via a microphone into 
the DNS system. To improve speaker recognition, a short period of training was 
required before the start of the transcription process. The results, whidi are presented 
in this and the previous section, indicate that the manual and the DNS assmted 
approaches are comparable, and that less typing is generally required when using 
DNS. The results also show that iKing DNS does not necessarily give a reduction in 
the total time required to produce a transcription. 

8. Factors that Influence DNS Recognition 

This section describes an investigation aimed at identifying and quantifying tiie factors 
tiiat influence the number of words recognised during transcriptioi^ made using DNS. 

8.1 Improving the efficiency of the DNS transcription process 

Using DNS to assKt wifli the trai^criptions as described above is relatively inefficient 
as there is still a need to insert a htiman in the process chain to correct errors as they 
are encountered. To improve efficiency, what is really required is for the manual part 
of the process to be eliminated. That is, for the output of the recorder to be fed directly 
into the DNS system without manual intervention. Unfortunately, to achieve high 
recognition rates, it is still necessary to train DNS, but the only material available for 
training, if the transcription is done automatically after the interview has taken place, is 
the speech that was recorded during the interview. Training iKing tape recordings is 
not really sattefactory as ttiere is no opportunity to stop the tape as it is being replayed 
to make any necessary corrections, as there te when the training is done using a huiiwn 
operator. Training from recorded material is not the way that DNS should be used if 
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the best possible recognition results are to be achieved (DNS 1999). However, it was 
xinclear, at this stage of the study, just how successful this type of training was. It was 
also unclear how much some of the other factors such as SNR, vocabtdary type, 
processor speed, computer memory capacity, and speech rate influenced the number of 
words correctly recognised. 

8.2 Automatic speech recognition using DNS without training 

This approach investigated the use of DNS without training. However, to use DNS the 
user is required to follow a standard set-up procedure that involves the training step, 
which cannot be easily bypassed and takes about 12 minutes. The standard traiiiing 
script '3001: The Final Odyssey' was selected, while the reference audio (see Appendix 
A) was input to the DNS system. No attempt was made to match the reference audio to 
the training script. All that was necessary was to reach the training step, select the 
training script, input the reference audio, and wait about 12 minutes before proceeding 
onto the next step. In this study, this is called the imtrained state. The intention of this 
part of the study was to determine the intrinsic recognition capability of DNS and to 
identify some of the external factors that significantly influence recognition capability. 
The approach relies on the intrinsic ability of DNS to recognise words and to correctly 
transcribe them where there are no opportunities for manual intervention to correct 
any mistakes. 

8.2.1 Physical configuration and set-up adjustments 

The physical configuration is iUustrated in Figure 8-1. The reference audio signal was 
initially captured using the audio tape recorder. To provide greater editing, fntering, 
and signal processing opportunities during replay, this stored reference audio signal 
was input via a sound card into a computer (#1) and stored as a digital audio (.WAV) 
file. The digital audio signal was then fed to DNS via the input to the sound card in the 
second computer. 
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DNS Physical Configuration 

audio DNS 
tape !=> computer c=> 
recorder reference 

audio 

#1 
digital audio 
(.WAV file) 

computer 
#2 

Figure 8-1 Configuration for investigating factors that influence recognition 

8.2.2 DNS parametric settings and defaults 

It was recognised that the parametric settings for tiie recording equipment, and the 
computer hardware and software switches, could significantly influence the resulte 
obtained. Although not all parameters were readily accessible, an attempt was made at 
tiie beginning of flife part of the study to control those that were. These included those 
parameters associated with the tape recorder and the recorded signal, the computer 
software and hardware, and tiie DNS software. 

8.2.3 Recorder and DNS input signal level 

The recorded peak signal level for the reference audio, as measured by flie audio level 
meter on the tape recorder, was OVU. This was the same as the input signal level that 
was measured at the line input to the sound card fitted to the computer (#2) that was 
running the DNS software. This level was well below the audio dipping level for tiie 
sound card, which is controlled by the DNS software. The line-input level to the voice 
recogniser is automatically adjusted during initiaHsation by flie DNS set-up wizard, 
which can automatically increase or decrease the effective input level and maximise tiie 
number of words correctiy recognised. 
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8.2.4 Recorded SNR 

The SNR of the original recorded reference audio signal was 12-13 db, which is quite 
low, but is typical of the sound levels in an office environment in which client 
interviews are conducted. The background noise level, as mentioned in section 4 was 
41 dbA. The SNR was measured using the DNS audio set-up wizard. Background 
noise, poor microphone placement, and microphone type (omnidirectional) were 
primarily responsible for the low SNR. 

8.2.5 Computer processor speed 

The recommended minimum system for DNS version 4 is a Pentium II CPU with 
processor speed of 300MHz and 128MB of random access memory. When installed on 
a computer with sufficient speed and processing capacity, DNS is capable of 
transcribing conversational speech, aroimd 3 words per second (Martin and Welch 
1980). To ensure that the speech algorithms could adequately accept and process the 
input signals in a timely manner it was necessary to install DNS on a computer that 
had an adequate processor speed. The CPU processor used for this part of the study 
was a Pentium 2 processor running at 366MHz. 

8.2.6 Computer memory 

The DNS active vocabulary is stored in random access memory (RAM), while the 
backup dictionary is stored in the hard disk. The speed of processing the speech 
algorithms can be increased by avoiding the use of slow memory eg, hard disk. The 
high-speed memory capacity of the computer needs to be sufficient to store ttie DNS 
program and any data that is generated during ttie transcription process. The amormt 
of RAM used was 128Mb. 

8.2.7 DNS dictionary 

Recognition accuracy depends on the choice of inbuilt dictionary tiiat is used. The only 
dictionary choice that was available at the start of the study was the 'UK-English' 
version. Later in the study, the 'Australian-English' dictionary became available and 
was incorporated. The result of changing the type of dictionary on the number of 
words recognised is described in section 9. 

8.2.8 DNS default settings 

Two adjustments are provided with DNS to allow the user to make a trade off between 
accuracy of recognition and speed of recognition. The first type of adjustment 
intemally limits the time that DNS spends searching for a correct word match. The 
default setting, which provides a compromise between speed and accuracy, was used 
during this part of the study. The second type of adjustanent allows alteration of the 
pause between phrases. Although natural speech is actually continuous and words 
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usually run into each other, there is often a pause at the end of a phrase. DNS provides 
facilities to adjust the average time duration of the pause between phrases to allow for 
better discrimination between the two prime modes of operation of DNS, dictation and 
command. Hie setting of the pause between phrases specifies the minimum time a t^er 
should wait after completing a phrase, before issuing a command. Although the 
dictation only mode was selected, the adjustment had the potential to affect the 
number of correct word recognitions. The range of tihe adjustment was from 100 to 
1000ms. Initially, the default value of 25Dms was vsed. 

8.3   Results 

The DNS system described above was used to transcribe the .WAV file, but during the 
set-up procedure DNS indicated that the SNR was too low. As a result, out of the 2500 
words applied to the input of ttie untrained DNS, only 900 words appeared in the 
traracribed text output. Of these, only 71 were correctly recognised as being correctly 
spotted words in the reference audio. This corresponds to a recognition rate of 2.8%. 

8.3.1 Manual scoring 

Because the recognition rate was so low the NIST scoring software could not be used 
and the scoring had to be carried out manually. Ihe transcription from DNS contained 
such a large number of incorrectly recognised words that it was impossible to 
determine sentence boundaries in order to insert the utterance identifiers used with the 
NBT automatic scoring tool. The manual scoring was not difficult, but the checking 
process was tedious and time consuming. 

8.3.2 Factors affecting the recognition rate 

During the initial set-up, DNS indicated that the SNR of the reference audio input was 
unacceptable (12-13 db). Generally, a low SNR influences the recognition rate in two 
ways. Firefly, the relatively high nofee level makes it difficult for DNS to match wonte 
correctly. This means that DNS needs to extend ihe size of the Bst of words ttiat it 
searches through. It searches in the active vocabulary, ihoi in the backup dictionaiy. If 
the correct match is not found, the dos^t match is substituted. With a noisy signal 
there is a low probability of an exact word match. This caiKes extra searching, which 
takes additional time and can cat^e the transcribed text to lag ihe reference audio input 
by several saitences. If the lag is too great, possibly indicating that either the speech 
rate was excessive, or that the PC processor speed was too slow for the given SNR, 
then DNS leaves out words from the transcribed text in an attempt to keep up with the 
reference audio input signal. It was noted that near the end of transcription the 
production of transcribed text by DNS lagged the reference audio by so many 
sentences that the text at the end of the transcription was truncated prematurely. This 
is symptomatic of an audio buffer over-run condition. 
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8.3.3 Transcribed text and reference audio misalignment 

Correct word recognitions could not be registered during the transcription process 
because the production of the transcribed text lagged the audio reference signal by 
several sentences. Although DNS records the reference audio temporarily during 
transcription and ttie audio can be replayed immediately after the transcription, on exit 
from DNS the audio recording cannot be saved. This is a limitation of DNS version 4. 
During replay, DNS moves a cursor through the screen text in steps that are 
approximately related to the current word position in the audio reference signal file. 
Screen capture software was used to record both the video and audio during the 
transcription in order to simplify the process of determining the ntimber of correct 
word recognitions. However, because the cursor lagged the reference audio signal, this 
'ease of use' method of scoring was discarded and the more tedious manual scoring 
method was used. 

9. Improving Recognition 

The results of the previous section were used as a basis for investigating the different 
factors that influence the word recognition capability of DNS for pre-recorded speech. 
Although DNS was the specific tool used for this study, many of the findings may be 
applicable to other brands of speech recogiuser. 

9.1 Factors that influence speech recognition using DNS 

A review of the literature indicates that many factors can influence speech recognition 
(Lea 1982; Lea 1983; Pallett 1985). In this shidy only a few of these factors were 
investigated. The choice was based mainly on the ready availability and accessibility of 
inbuilt adjxistments, environmental factors, computer hardware, and DNS software 
accessories.  The factors investigated were: 

length of the pause between phrases; 
rate of speaking; 
SNR; 
impact of training; 
computer speed; 
computer memory size (RAM and hard disk); and 
dictionary type (accent). 

9.2 Overview of the setup and ordering 

Each of these factors was examined to determine how it influenced the number of 
correct word recogiutions. Because there were several variables to be investigated, and 
the study was exploratory in nature, it was necessary to choose suitable sehip 

27 



reTO-GD-0399 

conditions and an appropriate ordering schedule in wMch to progress the direction of 
the study. 

The setup of the DNS system, used the default (parametric) settings, and as far as 
possible only one variable was changed at a time. The recorded audio reference signal 
was the same as that used previously (section 8). Initially, the DNS system was 
untrained and med the UK-English reference vocabulary. The DNS system computer 
hardware was fitted with a Pentium 366Mhz processor and 128Mb of random access 
memory. Ihe initial operating system was Windows 95. Other applications that may 
have required concurrent CPU proc^sing time, or high-speed memory (RAM) access, 
were removed from the system. 

The firet set of investigations examined separately the influence of fhe length of the 
paiKe between phrases, the influence of the speech rate, and the influence of the SNR 
on the recognition rate for an untrained DNS system. The system was then trained and 
these factors were investigated again. 

It was noted early in the study that with the imtrained DNS system, and a low SNR, 
ttie production of transcribed text lagged the reference audio and that there was a large 
number of words lost during the transcription process. At the time, this word loss was 
thought to be due to the relatively slow processing speed of the computer that was 
iKed. To improve the number of words retained a faster processor, and a greater 
amount of memory, was vsed. 

During the latter stages of this part of fhe study, the UK-English vocabulary was 
replaced with an Australian-English vocabulary. 

9.3 Length of the pause between phrases 

DNS converts speech into text, or into commands that can control the operation of the 
computer. Because of this, when using DNS it is important to clearly distinguish 
between the text translation mode and the computer command mode. Ihe Pause 
Between Phrases feature in DNS specifies the minimum amount of time that a user 
should wait, after completing a phrase, before issuing a command. For this part of tiie 
study, DNS was given no training and the Dictation Only mode of DNS was selected, 
while the Pause Between Phrases setting was varied. Two settings used were, 100ms and 
250 ms (the default value). Again, as in the previous cases, the input signal was the 
reference audio. Table 9-1 shows the number of correct recognitions for paiKe between 
phr^es settings of 100 ms and 250 ms. From the table it can be noted that there is litfle 
difference between the two settings. Because of thfe, the Pause Between Phrases 
adjustment was fixed at 250ms (default setting) for most of the remainder of the study. 
Manual scoring was taed to produce the results. 
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Table 9-1 Correct recognitions vs pause between phrases 

Pause Between Phrases 
100ms 

250ms (default) 

Correctly Recognised Words 
73 words in 2500 (2.9%) 
71 words in 2500 (2.8%) 

9.4 Rate of speaking 

CEP digital audio editing software was used to decrease the replayed speech rate (CEP 
has a feature that allows for the pitch independent time extension of audio files). The 
rationale for slowing the speech was that slower speech would give the computer 
programmed with the DNS software more time to process each word and phrase, and 
hence increase the recognition rate. The basic physical configuration for the CEP setup 
(computer #1) is shown in Figirre 8-1. 

The speech rate for the reference audio was reduced in two steps, firstly by 10% and 
then by 20%. The results of slowing the audio rate are shown in Table 9-2. From the 
table it can be seen that for the untrained DNS the 10% change produced virtually no 
measurable improvement in the number of correct word recognitions, while the 20% 
reduction produced only marginal improvements. 

Table 9-2 Correct recognitions vs speech rate reduction 

Audio Speech Rate 
Reduction 

Speech rate 
(words per second) 

Correctly Recognised 
Words 

Reference audio 3.3 71 words in 2500 (2.8%) 
Audio slowed by 10% 3.0 73 words in 2500 (2.9%) 
Audio slowed by 20% 2.7 97 words in 2500 (3.9%) 

9.5 SNR 

The reference audio SNR (approximately 13 db) fliat was used (refer to section 8) was 
unacceptable for use with DNS (during set-up, DNS provides the user with an 
indication of the suitabiHty of the SNR of the input signal). It was noted that the 
minimum SNR threshold required by DNS was approximately 15 db, below which the 
signal to noise level was unacceptable. 

Digital fatering (CEP) was used to improve the SNR by fUtering (removing) some of 
the noise. As the noise and the reference audio were combined during tiie recording 
process, the amount of noise filtering that could be usefully applied before significantly 
impairing the quality of the signal, was limited. However, reducing the level of noise 
by 3 db improved the SNR of the reference audio sufficient (16 db) to obtain an 
acceptable signal indication from the DNS system. This resulted in a small increase in 
the number of words that were correctly recognised from 71 to 118. See Table 9-3. 
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Table 9-3 Correct recognitions - with and without noise filtering 

Reference Audio SNR Correctly Recognised 
Words 

Reference Audio 13db 71 words in 25(W (2.8%) 
Filtered Reference Audio 16db 118 words in 2500 (4.7%) 

9.6 Altering the SNR and speech rate together 

Changes to the SNR and the speech rate were tiien carried out simultaneously. The 
SNR was improved by 3db from 13 db to 16 db, while the speech rate for the reference 
audio, 3.3 w/s, was reduced by 10% and then 20%. The pause between phrases was 
maintained at the default value of 250 ms. Table 9-4, which for direct comparison 
includes the results given in Table 9-2 and Table 9-3, shows the results of reducing the 
speech rate while improving the SNR by 3db. 

Table 9-4 Correct recognitions - untrained recogniser, low SNR audio. 

Speech Rate Reduction SNR Correctly Recognised 
Words 

Ref audio (3.3 w/s) 13db 71 words in 2500 (2.8%) 
Ref audio slowed by 10% 13db 73 words in 2500 (2.9%) 
Ref audio slowed by 20% 13db 97 words in 2500 (3.9%) 
Filtered referaace audio 16db 118 words in 2500 (4.7%) 
Filtered reference audio 

slowed by 10% (2.97 w/s) 
16db 46 words in 2500 (1.8%) 

Filtered reference audio 
slowed by 20% (2.64 w/s) 

16db 51 words in 2500 (2.0%) 

For each of tiie row entries shown in Table 9-4, the recognitian rate remains relatively 
low (less than 5%). Note that the number of correct recognitioi« dropped when both 
noise reduction and speed reductiora of 10% and 20% were applied. The reasons for 
this are unclear, but flie combination of flie noise filtering and speech rate reduction 
could be responsible for a possible change in the acot^tic characterfetics of the 
reference audio signal. 
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9.7 Impact of training 

9.7.1 Training process 

The recognition rate of DNS can be improved with training. Speech traiiung is the 
process of inputting into a speech recogniser a representative sample of audio speech 
that is associated with a carefully prepared matching text. The braining helps DNS to 
interpret the individual voice nuances associated with different speakers. Instead of 
using the short passage of text that was supplied with the DNS application for training, 
the reference audio and matching reference text, used in the previous part of this 
study, was used. As the reference audio was recorded, there was no opportuiuty for 
human intervention to correct errors. The b-aining on this material took 12 minutes and 
30 seconds, the dtuation of the recording. As some of the words in the reference text 
were not part of the DNS vocabulary, they needed to be added to the DNS vocabulary 
prior to training, otherwise they would not be recognised. 

9.7.2 Results after training 

At ttie completion of the tiaining the reference audio was then input to the DNS 
system. It should be noted that this was the same reference audio that was tised to train 
DNS, and that in normal operation it is not usual to test the DNS system vising the 
training material. With tiaining, the nimiber of correct recognitions increased to 339 
(13%), up significantly from the untrained case. 

FoUowing ibis, the speech rate was reduced by 10% and then 20% and the number of 
recognitions increased to 759 (30%) and 1172 (47%) respectively. Each time the speech 
rate was reduced, DNS was retrained from scratch using the new speech rate, ttius 
enstiring that the effects of tiaining were not accumulative. 

Using filtering to improve the SNR of the reference audio input also increased the 
number of recognitions to 1427 (57%), and reducing the speech rate gave further 
improvements. A 10% reduction in the speech rate produced 1598 (64%) recognitions. 
However, a further reduction in the speech rate to 20% decreased the number of 
recognitions to 1548 (62%). This last result indicates that that there is a limit to the 
extent that the speech rate can be slowed. The combined restdts are shown in table 9-5. 
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Table 9-5 Correct recognitions for DNS system 
subsequently used for testing 

trained on recorded material that was 

Input SNR Correct Recognitions 
Ref audio ISdb 339 words in 2500 (13%) 

Ref audio slowed by 10% ISdb 759 words in 2500 (30%) 
Ref audio slowed by 20% 13db 1172 words in 2500 (47%) 
Reference audio filtered 16db 1427 words in 2500 (57%) 

Ref Audio slowed by 10% 
and filtered 

16db 1598 words in 2500 (64%) 

Ref Audio slowed by 20% 
and filtered 

16db 1548 words in 2500 (62%) 

It was noted that for the trained DNS system the transcribed text output still lagged the 
reference audio and that there were missing sections in the transcribed text. However, 
this situation gradually improved as the recognition rate increased. At this stage it was 
considered that the problem of the traiwcribed text output lagging the reference audio 
input was potentially related to limitations in computer processor speed and to a low 
SNR. An exter^ive vocabulary search requires a fast processor, and a relatively low 
SNR can make word searching more extensive, and time constiming, before a best 
match is found. 

9.8 Type of dictionary 

The speaker whose voice was vsed to produce the reference audio had an Australian 
accent so i^ing the UK-EngUsh vocabrdary was envfeaged to produce less than 
optimtun results. However, during ihe study a new veision of DNS was released 
which included an AustraHan-English vocabulary. Using this Australian-Englteh 
vocabtilary resulted in an increase in the ntunber of correctly recognised words. The 
results of iKing the different vocabulari^ are shown iti Table 9-6. An examination of 
the results shows that the greatest improvement occurred when the dictionary type 
was changed for speech having a relatively low SNR. The implicatior^ of this finding 
could be examined in future studies. 

Table 9-6 Reatgnitions for Australian-English and UK-English vocabularies 

Input SNR UK-lnglish Aust-lnglish 
Reference Audio 13db 339 (13%) 1234 (49%) 

Audio slowed 10% 13db 759 (30%) 1346 (54%) 
Audio slowed 20% 13db 1172 (47%) 1455 (58%) 

Audio filtered 16db 1427 (57%) 1669 (66%) 
Audio slowed 10% 16db 1598 (64%) 1730 (69%) 
Audio slowed 20% 16db 1548 (62%) 1825 (72%) 

For fhe remainder of the study the AustraHan-English dictionary was vised. 
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9.9 Computer speed 

As mentioned previously, the recommended minimvim system for DNS version 4 is a 
Pentiimi II CPU with processor speed of 300MHz. In an attempt to correct the problem 
of the transcribed text lagging ti\e reference audio signal, a computer fitted with a 
Pentium 3 processor running at 800 MHz was substituted for the initial Pentitim 2 
(366Mhz) processor configuration. The operating system was also changed from 
Windows 95 to Windows NT 4.0. As a result of the change, the total number of words 
in the transcribed text did increase. However, the faster processor did not noticeably 
increase the number of words correctly recognised. The faster processor was retained 
for the remainder of the study. 

9.10 Computer memory 

At this stage DNS memory usage during transcription was also investigated to 
discover its impact on word recognition rate. For the study, the computer containing 
Windows NT had only one appUcation instaUed, DNS. The resulting memory usage 
was primarily a function of the memory requirements of the operating system and the 
DNS appHcation. The 'Performance monitor' application in Windows NT was used to 
investigate memory usage during the study. The results are shown in Figtire 9-1. 
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Figure 9-1 Processor utilisation and memory use by DNS 

With DNS loaded in memory  (RAM), but not transcribing,  the memory used 
(committed bytes) is static at around 70 Mbytes. With DNS transcribing, additional 
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RAM memory is consumed at the rate of 30 Mbytes every 16 minutes. Since the audio 
used in this part of the experiment did not extend beyond about 16 minutes (with a 
20% time extension of the digital audio files) the effect of limited memory capacity on 
the number of correct word recognitions could not be determined. However, it was 
estimated that after approximately 30 minutes of transcription the 128 Mbytes of RAM 
memory would have been exhausted leading to a potential degradation of the 
performance of the DNS system becatise of fhe need to access slow memory (hard 
disk). This study used a relatively short duration script with a limited number of 
words. The amount of memory used with longer scripts and the resulting impact on 
performance could be fhe subjecte of further studies. 

10. Combining the Improvements 

This section describes the next stage of ihe study in which some of the factors that led 
to an increase in the niraiber of words recognised are combined. 

10.1 Overview 

An examination of ttie results described in the previous section indicated that each of 
the factors reported on in the previous section had an influence on the number of 
words correctly recognfeed. However, some of tiiose factors (SNR, speech rate, and 
training) appeared more significant than others. 

10.1.1 SNR 

The original reference audio was recorded with a SNR of 13 db, which initially was too 
low for DNS to produce suitable resulte. The post-recording audio filtering that was 
performed on the refei^ice audio signal im.proved the SNR by 3db to 16 db, and this 
significantly increased the number of correct word recognitioits. However, 16db is only 
marginally above the noise threshold (15 db) for DNS. An independent study by 
littlefield (littlefield and Hashemi-Sakhteari 2(M)2), that more closely examined ihe 
effects of noise around this nofee threshold region, showed fliat increases in the 
number of words recognised were possible by increasing ihe SNR even further. As the 
original reference audio was in the form of a recording, fhe only practical way to 
significantly increase ihe SNR, and maintain ihe speech fidelity, was to produce a new 
low-noise reference audio recording. 

10.1.2 Lowering the speech rate 

Lowering the speech rate also increased ihe number of words recognised. However, at 
this stage of the study, ihe extent to which the speech rate could be lowered, but stiU 
provide improvements, was still unknown. In section 9 it was shown that with the aid 
of signal processing and filtering a reduction in speech rate by 10% provided an 
increase in the nimiber of recogititior^, but that reducing the speech rate by 20% 
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caused the niunber of recognitions to start to decrease. Continually decreasing the 
speech rate, while still maintaining the pitch, involves altering the audio signal and 
eventually leads to unacceptable audio distortion. The impact of the reduction of 
speech rate on word recognition could be the subject of a future study. 

10.1.3 Training 

In section 9.7 it was shown that trairung produced a significant increase in the nvimber 
of words recognised. However, it should be noted that the training was carried out 
using the pre-recorded audio reference material (Appendix A). The same script 
containing all the words to be recogrused by DNS during the testing phase had 
previously been used during the training phase. This is not the way in which the 
designers of DNS intended it to be used. Usually, the training material is different to 
the testing material. It should be noted that for the transcription tasks that are the focus 
of this study, as training reqtiires an accvirate transcript of the audio reference and the 
production of this transcript can be onerous, there seems to be little practical benefit to 
be gained by training DNS using any part of the recorded reference audio material. A 
later part of this study (section 11) investigates the performance of DNS in branscribing 
imseen material. 

10.2 Setup and ordering 

10.2.1 Developing a new audio reference and reference text 

To increase the SNR a new audio reference recording was produced. This recording 
process followed that which was tised previously and used the same speaker. 
However, a close-talking noise cancelling microphone of the type associated with a 
dedicated voice recognition headset was used. The original reference text was also 
used. The new recording and the reference text were then compared and the reference 
text was updated to account for the small differences that were produced dtiring the 
dictation and recording process. The reference audio was then converted to a digital 
audio file using the CEP editing software. The resulting reference text consisted of a 
total of 2485 words and the dmation of the recording was 13 minutes and 4 seconds, 
giving a corresponding speech rate of approximately 3.2 words per second. The 
resulting SNR was 26db, considerably higher than was previously (13db) used. 

10.2.2 Training 

Investigations using the higher SNR were then carried out to determine the impact of 
braining on the ntimber of words correctly recognised. Varjdng amoimts of speech rate 
reduction were investigated witti DNS in the imtrained state and then in ttie trained 
state. 
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10.2.3 Process 

For the DNS without training, the reference audio was input and the number of 
correctly recognised words was counted. Noise filtering was not used. The reference 
audio was then slowed by 5%, and then 10%, and the munber of correctly recognised 
words was counted again. Table 10-1 shows the results. Note that when the reference 
audio is slowed by 10%, the niunber of recognitions is less than that for the 5% case. 
The reasoi^ for this are unclear, but could be due to signal distortion that may occur 
dmlng speed reduction. 

The process was repeated with DNS trained using the newly recorded high SNR 
reference audio. The training took 13 minutes and 4 seconds. Noise filtering was not 
used while ttie reference audio was slowed by 5%, 10%, 15%, and 20%. The results are 
shown in Table 10-1. Beyond 20% the number of recognitions decreased (not shown in 
the table). 

Table 10-1 Correct recognitions -for DNS training and slowed audio (SNR 26db) 

Input Training State Correct Recognitions 
Reference Audio No Training 1495 words in 2485 (60%) 

Audio slowed by 5% No Training 1570 words in 2485 (63%) 
Audio slowed by 10% No Training 1446 words in 2485 (58%) 

Reference Audio Trained 2178 words in 2485 (87%) 
Audio slowed by 5% Trained 2242 words in 2485 (90%) 
Audio slowed by 10% Trained 2263 words in 2485 (91%) 
Audio slowed by 15% Trained 2290 words in 2485 (92%) 
Audio slowed by 20% Trained 2302 words in 2485 

(92.6%) 

10.3 Results of combining the improvements 

The results show that for an untrained DNS with a high SNR (26 db) the word 
recognition rate for the reference audio is 60%. The production of text by DNS in this 
case lagged the audio by 2 or 3 sentences. Slowing the speech rate by 5% increases 
slightly the recopution rate (63%). In this case the text produced by DNS occurred 
synchronously (no lag) with the audio. A further reduction in the speech rate by 10% 
catted a decrease in the number of words recogimed (58%). 

With training, the reference audio resulted in 87% of the words being correctly 
recognised. Recall that training (and testing) w^ carried out laing only the recorded 
audio reference. When the reference audio was slowed by 5%, 90% of the words were 
correctly recognised. "Thereafter, when the audio was slowed in 5% steps, the number 
of words correctly recognfeed increased by approximately 1% for each step. 
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These results show that a high SNR and training using recorded material were 
significant factors in influencing the number of words correctly recognised. Reducing 
the speech rate had less influence on the number of correct word recognitions. Using a 
faster processor did increase the number of words transcribed, but did not increase the 
recognition rate. 

11. Manual Transcription Aided by DNS 

This section describes the next part of the study, which was to determine the utility of 
an tmtrained DNS in assisting manual transcription. 

11.1 Aim 

The previous section showed that transcriptions using an untrained DNS system and 
reference audio with a high SNR resulted in approximately 60% of the words being 
correctly recognised. However, although training improves recognition it takes time 
and it may not always be possible. What is of some interest to operational analysis 
within TOA Group is how an tmtrained DNS system may practically help the manual 
transcription process. 

11.2 Process 

For this part of the study an xmtrained (see section 8.3) DNS system was used to 
transcribe the new recording of tiie reference audio. Two people participated in this 
part of the study. Each participant was independently tasked to correct any errors in 
the transcription with the aid of DNS while listeiung to the replayed audio. Time and 
accuracy measures were used to assess the performance using this approach. Set-up 
time and the time required for DNS to automatically carry out the initial transcription 
were not included. 

11.3 Results 

As can be seen from table 10-1 in the previous section, the untrained DNS system was 
able to correctly recognise approximately 60% of tiie words. In this part of the study, 
the participants were responsible for correcting the remaining errors with the 
assistance of DNS. The results are shown in Table 11-1. These results (90 and 95 
minutes) show that the time taken to correct the errors with the assistance of DNS is 
generally longer than it takes to correct errors using only the manual branscription 
method (see section 6). However, there were only two participants and this finding is 
not conclusive. Typing experience and familiarity witti the DNS system are seen as 
factors that can significantly influence the results, and furttier studies are needed to 
establish the relative merits of each approach. Again, the word accuracy was also less 
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than 100%; due mainly to the small number of residual errors made by tiie participante. 
This also was essentially a one-pass error correction process. 

Table 11-1 Untrained DNS assisted transcriptions 

Participant Method Time taken (mins) Word accuracy 
(%) 

1 Untrained DNS 95 98 
2 Untrained DNS 90 98 

12. Extending the Reference Text 

The results in section 10 show that the word recognition rate for an iintrained DNS is 
about 60%, and that training DNS can help to significantly increase the recognition 
rate. However, producing a DNS training script from the recorded material can require 
a considerable amount of manual effort, particularly if aU of the recorded material fe 
vtsed to produce the training script. Benefits are likely to arise when the training 
material is relatively short compared to the total length of ttie material to be 
transcribed. Ttm section describes the process used and the results obtained from 
extending the length of the reference audio, but only using a portion of the reference 
audio to train DNS. 

12.1 Setup and process 

A new reference text and matching audio recording of 30 minutes was produced. The 
audio recording source was chosen from a random selection of broadcast transcripte 
that were available from the AustraUan Broadcasting Corporation's Radio National 
web site. This source was re-recorded by the same speaker as was used previously. 
However, the new reference audio SNR was 22 db, due to a sUghtly different 
microphone placement. The reference text w^as then corrected to match the 30 minutes 
recording. The total number of words in the new reference text was 4975. 

For the untrained DNS, the standard training script '3001: The Final Odyssey' was 
selected, and the complete 30 minutes of reference audio was transcribed by the 
untrained DNS. No attempt was made to match the reference audio to the training 
script. The results are shown in Table 12-1. 

DNS was tixen trained with a 12 minutes section of tiie reference audio, which 
corsisted of the first 1929 words of ttie new reference text. The average speech rate for 
the 30 minutes period was approximately 2.8 w/s. 

As (he number of traiwcribed words to be checked was considerable, manual methods 
of counting the number of correct words would have been onerot^. To assist the 
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counting, the NIST Sclite scoring software was used to compare the reference and 
transcribed text files. The use of NIST Sclite scoring software required the insertion of 
utterance identifiers and new-line characters at sentence boundaries in both the 
reference text and the transcribed text. 

12.2 Results 

The results are shown in Table 12-1. From the table it can be seen that, with no training 
and a SNR of 22 db, DNS correctly recognised 61% of the words in the 30 minutes of 
reference audio. With braining (12 minutes), the recognition rate for the full 30 minutes 
of reference audio increased to 69%. For the 12 minutes section that was brained, DNS 
correctly recognised 79% of the words, and for the remaining 18 minutes the 
recogrution rate dropped to 59%, just below the recognition rate for the untiained case. 
The implication of this finding is that fa-aining using recorded material does not 
increase the recognition rate on imseen material. 

Table 12-1 Percentage correct recognitions with and without training 

Input 30 mins 
audio 

With 12 mins 
training 

Remaining 
18 mins 

No training 61% - _ 
Trained 69% 79% 59% 

13. Conclusions. 

The study aimed to provide an indicative assessment of the effectiveness of speech 
recognition software in facilitating the process of tiranscribing audiotapes. The 
commercial speech recogrution software tool investigated during the study was DNS. 
By design, the approach to the study was exploratory in nature and did not encompass 
the complete rigour associated with a strict scientific experiment. Rattier, the intention 
of the study was to identify, and scope, some of ihe important issues that could be 
explored more fully in future studies. 

Manual transcriptions of recorded material (a simulated interview), imaided by DNS, 
produced word recognition accuracies of up to 96%, and the time taken for these 
ti-anscriptions ranged between 70 and 83 minutes. Higher accuracies require checking 
that is beyond that usually achieved during a one-pass transcription process. 
Transcriptions of recorded material using a DNS system trained to recognise ttie voice 
of tixe person transcribing, where the person listened to recorded speech and repeated 
what was heard into a microphone, produced recognition accuracies as high as 96%, 
witii times of 74 minutes and 110 minutes. During ttiese DNS assisted tiranscriptions, 
the errors were corrected and no additional, post transcription, error checking was 
carried out by tiie participants. Again, this was a one-pass branscription process. The 
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results for both types of transcriptions are similar, however, tiiese results are largely 
dependent on the typing and transcription related experience of the participante. 

Of interest was the intrinsic abUity of DNS to transcribe recorded material and several 
factors fliat influence speech recognition rates of DNS when transcribing recorded 
material were investigated. A factor that was foimd to be most significant was the SNR. 
It was shown that the higher ihe SNR the peater the number of words recognised. For 
a SNR greater than 26 db excellent speech recognition rates were achieved. However, 
below about 16 db the number of words recognised was quite low. Other factors abo 
improved the speech recognition rate. Using an Austrahan-English vocabulary, 
slowing down the speech, optimising the gap between phrases, and making sure that 
the processor speed and memory capacity were sufficient, all resulted in improvements 
in the speech recognition rates. 

Training also improved the DNS recognition rate for transcriptioiK tiiat t^ed the same 
recording material during testing as that used during the training. The best recognition 
rate achieved with training and tiie above factors optimally adjusted was just over 92%. 
However, without training the recognition rate was 60%. It was noted that training 
from a recording provided no improvement in the recognition of imfamiMar material - 
that is, training using only recorded material appeara to be of no particular benefit. 

DNS has not been used directiy by TOA analysts to capture speech during client 
interviews. To successfully vse DNS to capture speech during an interview it would be 
necessary to spend five to ten minutes training the recogniser by having each 
interviewee read aloud a prepared sample script. However, as most interviews take 
between 30 and 60 minutes, the DNS set-up and training time would significantiy add 
to the time allocated for each interview. Jn an attempt to minimise the amount of 
disruption to the work of busy ADF peisonnel, speech recognition approaches, where 
the training of a speech recogniser is required, have not so far been i^ed during client 
interviews. Usually, the convereations are recorded and manually transcribed later. 
However, in the future when voice recognisers are more sophfeticated and require less 
time to train, the voice recognition approach may become more acceptable to the 
clients. 

14. Recommendations 

This study provided some iKeful outcom^es that can be tKed to guide future research 
into the speech technology methods that could be used to improve the interview and 
the trai«cription work practices of TOA Group. The following are recommended: 

•    The data and observatiois obtained fi-om comparing the manual and DNS 
assisted transcriptions indicate that the two processes are rou^y comparable. 

40 



DSTO-GD-0399 

However, no comparisons were made using typists who have significant 
transcription experience or experience using speech recognition systems. 
Another limitation of the study was the small number of participants who were 
drawn from people who were available within C2D. Also, an assumption was 
made that the typing and transcription skills and abilities were representative 
of office workers in the general population. To provide more investigative 
rigour and greater statistical coiifidence in the results it is recommended that 
for future studies much larger sample sizes from a wider population be used. 
Larger sample sizes would help to vaUdate any assumptions made regarding 
the skills and abiMties of the participants involved in future studies. 

As the results obtained were for a single speaker, they are imrepresentative of 
an actual interview situation where there are at least two speakers. It is 
recommended that futiue work should investigate the ability of speech 
recogniser systems to differentiate between two or more speakers. SpeciaHsed 
hardware and software items will need to be constructed to assist in 
differentiating the voice profiles of different speakers. 

A high recognition rate for transcriptions requires a high SNR. To assist in 
obtaining a high SNR during the recording of an interview it is recommended 
that greater use be made of close fitting directional (noise cancelling) 
microphones such as those associated with dedicated voice recognition 
headsets. Alternatively, two separate microphones and associated separate 
charmel recorders could be used. The use of omnidirectional microphones 
located at a distance of approximately one metre from interview participants is 
strongly discouraged if transcription is to take place using voice recognition 
software. Although not always possible, the use of quiet environmental 
conditions is recommended to help to keep the backgrotmd noise levels to a 
minimum. 

DNS is only one of a range of different types of speech recognition system that 
are continually being improved. During the course of this study, two new 
versions of DNS were released. However, in order to provide a firm basis for 
comparison, the version used during this study was not changed (except in the 
later stages to incorporate the Australian-English vocabulary). It is 
recommended that in any future studies, a later version of DNS be used. 
Although DNS represents an affordable, state of the art, speech recognition 
product, it would also be useful to compare its strengths and weaknesses with 
other speech recognisers. 
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Appendix A 

Sample text - modified transcript from an actual interview 

When we actually set up our HQ now it takes a little bit longer. To get the radios sorted 
out, probably adds an extra half an hour, but it is usually a lower priority activity given 
the tactical scenario. 

How long are you usually there for? 
It varies depending on the tactical situation. We can be in one location for 10 minutes 
or ten days, we don't know, it depends. 

Could we establish what we are going to compare with, what your basic system is? 
Manual system. I have only used it twice so far, once was dtuing a CPX conducted 
here in the barracks earlier in the year and the other time was briefly dirnng an FIX 
and I fottnd it effective. 

Are you still using battle maps at the briefings or are you actually using the 'New 
System' to get all your LOCSTATs? 
We are still using battle maps, it is probably easier during a briefing to do a battle map 
reference, because you are usually talking to about 20 people at the same time. 
Whereas referring to a screen is not that easy. So far as the detailed planning goes 
within the S3 cell, the plans cell, we could probably rely more in the future on the 'New 
System' because we'll get better at it. 

Do you have much to do with overlays? 
Had a little bit to do with them, mainly in the supervisory role, but the actual operator 
apphcation is done by subordinates. I haven't personally done the 'New System' cotirse 
yet. 

Have you been invited to do the course? 
Yes, I was invited but just too busy to attend. 

If it was conducted away from the Base, do you think that would be easier? 
No it is probably easier if it is conducted here, but when it was conducted here it was a 
very bxisy time for all of the S3 cells in the brigade, trying to get exercises planned. We 
just didn't get the time to go, got most of my subordinates to do it but I didn't make it 
myself. 

When is a good time to train? 
For the 'New System' training, the first two months of the year. The end is not usually 
worthwhile because you have people preparing to go away on leave and towards tiie 
end of the year you will find that a lot of people will be posted out of the tmit that 
would imdertake the training. Begiiming of the year when you have aU the new people 
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come in to the imit into the new positions is the optimum time. I still maintain a paper 
log based on radio voice messages that come in. It is not too bad, one of the points I 
would probably make is that we need a hand over capability built into it. 

How does the set up time affect mobility? 
It is dependent on the type of set up. Whether for a non-tactical situation or for a 
tactical situation. It depends on the notice to move, I mean if we are on a short notice 
to move, we don't have the time to set it up, because you are worried about too many 
other things at once. From what I have seen of it, it is a great concept, but I haven't 
used it that much because we have only had two exercises. One was a CPX where we 
didn't physically have people moving and the other one was a very short stint in which 
there wasn't manoeuvre occurring at the titne. So I can't really say too much on that.. 
The Battle maps that I have seen so far, the detail has been great, ttie problem is that it 
is a one-person operation at the moment, because only one person can look at the 
screen at once. For briefings you can, you have still got to go back to paper. You have 
still got, you have still got to go back to big maps, because a briefing is about 20 people 
all looking at it. 

That is the thing, isn't it, yours is outside, not as in a HQ inside a briefing tent or 
something like that? 
For a brigade HQ, probably a great thing, where they are static and they have the 
facilities, tiiey have the power generation, they have got the time and the people to set 
it up. For a mobile Regimental HQ, moving tactically, you don't have time to do that, 
you tiirow a map out and go. 

Do you receive your overlays from Brigade HQ, is that all done by SDS? 
SDS, usually, we'll receive FRAGOs with jtBt LOCSTATs on them usually, but so far as 
my experience is we get an initial overlay for the activity, maybe an overlay for any 
FRAGOs, but other than that, not much else. For plans, we iKually have to transpose it 
across to a map, to indicate the GO'S intent or sdieme of manoeuvre, it has to go to a 
map, because it K just too difficult at the moment to get across. When we start getting 
into the situation of dispersed HQ, where we have a squadron HQ miles away from us, 
if they are within the 'New System' net, then that is going to be a good thing. The CO 
can pa^ his ini«it that way. No matter whidi level you go to it has got to get to a 
point at some stage where it has got to go back to a map. 

Do you think it is a useful tool for the Commander if he is out and about? If he is 
out, he can walk into the Squadron Commander and have a look and he can get an 
over all idea of where everybody is. 
In that respect, it is a great tool, but the point to be made is that he is mobile as well. 
Unless he is receiving information on the move, then by the time he sets up and gets 
the information it has probably passed the tim^e where he would receive it by radio. His 
reUance on the radios is easier because it is easier for him to speak to the squadron 
commandeis and say 'where are you, what are your LOCSTATs?' veisvts stopping, 
setting up his 'New System' and waiting for the feeds before finding where they are. 
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So if you have got Comms on the move, if you have got the data coming across, then 
it is fine for that sort of thing? 
That is right, if it is updating as it is going, then that will be a good thing. When he has 
got it to move, stop, lift it up and grab it all again, it is just as quick to ring up my HQ, 
which I run for him, and he says 'where are they?' 

What about as far as the Command Admin nets are concerned, could you see 
yourselves sticking with voice on the Command and for contact reports and all those 
sort of things and perhaps some orders. Or would you want to move some of the 
orders across to say a data net and put all your admin through a data net? 
I think you could have a mix, some things will never be replaced by voice and no one 
should ever try to change that. 

Besides the contact reports, where else would you go, or where else would you, I 
should say? 
Contact reports, quick attack warning orders on the move, change in plans, FRAGOs 
on the move, SITREPs on the move. Things like that which are developed as you are 
seeing them, and you don't have time to program them into a computer, but you get 
them across as quickly as possible. 'There is a machine gun nest on the right hand side, 
look out. Swing your axis of assault right'. You don't have time to stop and send that 
in, whereas the contact report for that, at a later point, could be sent by the 'New 
System'. Where I see the 'New System' developing as an improvement is in the ADMIN 
side of things. Where ADMIN traffic which is non-essential, it has got lead times and 
set times, but it is not as important as the Command aspect. Admin traffic, LOCSTATs 
for admin, manoeuvre, perfect, absolutely perfect for that because most of the admin 
orgaiusations are halted on the ground, so they are set up and they send out their little 
branches to do the jobs. If they have got visibility all the time of where everybody is, 
then they can do their administrative logistics planning much more efficiently. 

So you do see it as being quite effective there? 
Yes, but as I was saying, I don't think it wiU ever replace voice. Those things are done 
statically. It is perfect for that role. I personally think the 'New System' is great, I really 
do like it. It has got a long way to go yet before it becomes that Utopian working 
environment that we were looking for. A couple of things that I will mention now, if 
you are interested. The passage of information and the systems by which we pass data 
need to be looked at. There are no set forms for a lot of the reports and returns that we 
are using. And there needs to be a facihty, I am trying to use the right words, I am not 
sure what they are/something that can be sent easily, that has got a lot of detail like 
tabulated data. At the moment the system we are using for tabulated data, I don't 
think it is very effective, it clogs up the net for too long. The reports and rehims need 
to be reviewed so that we can cover the whole gamut of the Brigade. 
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What they are doing now is inputting all the Brigade reports from the Aide Memoir 
into the 'New System'. So your SITREPS, all those sort of things^ are going to be in 
that aide memoir format that you have now in the Brigade, so is that adequate? 
I would have to look at it when it comes out, but I would say yes. 

Then it will be just a matter of filling out the particular fields. Because it is in a 
field, it is a small text file, so bang it just goes. 
The other thing is the fields need to be able to be modified, for example, some of tiie 
reports and returns the Brigade requires have many serials. This unit only reports on a 
small proportion of them, so instead of sending a document that has all tiie fielcb in it, 
we send one with only the relevant fields, it reduces the time. We don't have tanks for 
example, so we don't send anything on tanks, but because it is part of that field, it 
always goes as part of the return. So the operator needs to be able to modify the fields 
as applicable to the operation of his unit. It is not enough just to say, we are going to 
put all the reports and returns on, we need to be able to modify them so they go across 
quicker. In the field I can demonstrate that to you quite easily, it is a bit harder to talk, 
a bit harder talking about it. 

Yes, I know what you are talking about. That is one thing that we need to look at. 
So as the system stands now, how would you rate that? 
I would say it is the same as what we have got at the moment because it only addresses 
certain reports and lettims. In that respect it is the same, but the potential for it is much 
greater, it just needs to be worked a bit more that is aU. It all comes back to tactical 
situation, that is a question the Brigade would be able to answer for you, becat^e they 
are static most of the time. For us it depends on the tactical situation, if we have got 
the time, we can look at it, if we haven't got the time, if the regiment is moving, then it 
is no more of a help than anything else. 

If the regiment is moving along and the LOCSTATs are coming in, verbally, 
someone is plotting their location I take it in the back of the ACV. 
Yes they are, but there is a time delay between when we stop and they put it on fhe 
'New System' and send it out. And that time is dependent on fhe tactical situation. Is it 
night time, is it blacked out in the back of the vehicle, is it low noise, therefore no 
movement in the back of the vehicle type situation. What are the threat leveb of certain 
things at certain times that would preclude anything happening. Plus the fact that you 
are talking manpower usage, we have X amount of manpower in a HQ. When we stop 
there are a million things we have to do all at once to get it ready to continue with 
operations, we start taking people out to start plugging information in, we need more 
manpower on the outside for cam nets. Start to do security patrols and aU that sort of 
thing, but that is not such a big problem. 

The data is automated and coming into the system, I mean it is going straight on to 
the computer. 
That is right, but the information out, from us, won't occur until everything else is 
done.  Because someone has got to put it in the computer and send it. So, I have tried 
working with the system, just doing reports and returns on set formats that I have got 
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there like a warning order is in a set format. Actually typing on the move and stuff like 
that, I don't have a problem with that, but a lot of people can't do that either, motion 
sickness and things like that in the back of the vehicle. Being thrown all over the place, 
so I don't have a problem with it personally, but a lot of other people do. 

How do you find actually entering that when you are on the move?. You said you 
don't have a problem with it, but with the keyboard and screen, is it something you 
get used to? 
You get used to it, I don't have a problem with it, but I know other people that I work 
with suffer from motion sickness and they can't physically work in the vehicle on the 
computer whilst its moving, otherwise they are chucking up in ten minutes. That is 
just something that you should be taking into consideration, mobUe doesn't necessarily 
mean that you can keep working, whereas you can sit on a radio and have your head 
up. 
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